
Eur. Phys. J. D 10, 157–164 (2000) THE EUROPEAN
PHYSICAL JOURNAL D
c©

EDP Sciences
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Abstract. We evaluate the short time Green function by a series expansion of the exponent. The resulting
expression allows the computation of the energy eigenvalues and eigenvectors of a quantum system with
a very high precision. As an example, we show the comparison between the numerical results and the
analytical solutions for harmonic and multi-well potentials both in one and two dimensions.

PACS. 02.70.-c Computational techniques – 31.15.Kb Path-integral methods

1 Introduction

A deterministic numerical method based on the path
integral formalism [1] has been recently used to solve
with remarkable precision low dimensional problems in
quantum mechanics [2–6], and stochastic calculus [7].
The method allows to obtain the eigenvalues and the
eigenfunctions of a quantum system, and the expectation
values on random paths. It has good stability, good con-
vergence properties, and a precision at least equivalent to
that of efficient Hamiltonian methods (see, for instance,
Ref. [4], for a comparison with a Fourier grid Hamiltonian
method). In particular, it gives very high accuracy in deli-
cate tunneling problems, where the localization properties
of the wave functions are important as, for example, in the
study of the electronic spectra of stacked semiconductor
quantum dots [6]. The starting point of this technique is
the short time Green function of the Schrödinger or the
Fokker-Planck equation, in the case of quantum mechan-
ics or stochastic calculus, respectively. An explicit exact
expression for the short time Green function is not known
in the general case, but we can write some approximate
expressions. The accuracy of the numerical method clearly
depends on such approximations. In this paper, we discuss
a general technique to get an approximation for the prop-
agator correct up to any given order in the time step, ε.

In Section 2, we briefly describe the deterministic
numerical method in quantum mechanics, where the
bound state energies, and wave functions are obtained
by a direct diagonalization of the short time evolu-
tion operator. Since the short time propagator is domi-
nated by a Gaussian, the corresponding matrix is sparse
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with the most significative elements centered around the
diagonal, and can be efficiently diagonalized with algo-
rithms for sparse matrices. In Section 3, we discuss the
exponent expansion of the Green function. Finally, in
Section 4 we give some examples, and compare the nu-
merical results to the analytical solutions.

2 Green function deterministic numerical
method

The time evolution of the wave function is described by the
propagatorK(x, t; y, t0) according to the integral equation

ψ(x, t) =
∫
K(x, t; y, t0)ψ(y, t0)dy, t ≥ t0. (1)

Let us consider a one dimensional quantum system,
described by a time independent Hamiltonian. The ap-
plication of equation (1) to the stationary states of the
system brings to∫ +∞

−∞
K(x, t; y, t0)ψn(y)dy = e−iEn(t−t0)/~ ψn(x). (2)

This is an integral eigenvalue problem, which can be
transformed, by using a numerical integration formula,
into

N∑
j=1

wj K
t,t0
ij ψnj ' e−En(t−t0)/~ ψni , (3)

where wj are the weights associated to the integration rule
and Kt,t0

ij = K(xi, t; yj , t0).



158 The European Physical Journal D

In the passage from equation (2) to equation (3) we
used the Euclidean formalism by substituting (t − t0) 7→
−i(t−t0). Therefore we deal with Gaussian integrals which
allow a more efficient numerical treatment.

Once the discretized propagator has been put in matrix
form, the equation (3) can be solved by diagonalization,
obtaining the energy levels and the corresponding wave
functions, discretized in N points, from the eigenvalues
and the eigenvectors, respectively.

The errors which affect this method are of two main
kinds.
1. Approximation of the propagator

The exact expression of K(x, t; y, t0) is known only in
a few cases. For this reason, our target is to calculate,
with various degrees of approximation, the so called
short-time propagator, K(x, t; y, t0) when (t− t0) = ε
is small. If the Hamiltonian is of the form

Ĥ = T̂ + V̂ =
p̂2

2M
+ V (x̂), (4)

then the short-time propagator, in the Euclidean
formalism, can be written as

K(x, t+ ε; y, t) =
(

M

2~πiε

)d/2
× exp

{
−1
~

[
M(x− y)2

2ε
+ f(x,y; ε)

]}
. (5)

The factor,M(x−y)2/2~ε, represents the kinetic term,
while in general the exact form of the potential term
f(x,y; ε) is unknown, and we must use an approximate
expression. The most commonly used is the Feynman
prescription,

f(x,y; ε) ' ε V (x) + V (y)
2

, (6)

which is good up to the second order in ε.
In the next section will be described a computational
technique to determine systematically higher order
approximations of f(x,y; ε).

2. Numerical integration
The substitution of the integral between ±∞ with a
finite sum introduces two types of errors.
(a) A discretization error, depending on the integration

rule. The Gaussian form of the propagator and the
fact that the Gaussian centers move along the in-
tegration interval, compel us to use the trapezoidal
rule, with constant weights wj = δx of the order of
the Gaussian width, that is

√
~ε/M . In practice, a

ratio ~ε/Mδx2 = 1 gives an accuracy greater than
1%, and already with 1.25 we get at least 8 digits.

(b) To work with matrices of finite dimensions is equiv-
alent to put the system in an infinite potential well.
The corrections to the energies and wave functions
are negligible only for the states which are bounded
inside the interval of discretization [−L,L].

In the multi-dimensional case (d > 1) the problem is
the same, but the matrices to be diagonalized have di-
mension Nd×Nd and this is a severe limit to the method
which can be practically used only for d ≤ 4.

3 Exponent expansion for the short time
propagator

Since for an accurate numerical integration we must take
δx ∼

√
~ε/M , once the space step δx has been fixed,

ε cannot be taken arbitrarily small. Therefore it is im-
portant to use accurate approximations of the short time
propagator. In Section 3.1 we give a brief review of the
time powers expansion of reference [9], while in Section 3.2
we describe an extension of this approach.

3.1 Time powers expansion

Let K(x, t + ε; y, t) be the Green function satisfying the
Schrödinger equation

− ~ ∂
∂ε
K(x, t+ ε; y, t) =

[
− ~

2

2M
∆x + V (x)

]
×K(x, t+ ε; y, t). (7)

If we insert in (7) the expression (5), we get [8,9]

∂f

∂ε
+

(x− y)
ε

(∇xf)− ~
2M

(∆xf)

+
1

2M
(∇xf)2 = V (x). (8)

If now we search for a solution in the form

f(x,y; ε) =
∞∑
n=0

fn(x,y)εn, (9)

we obtain a recursive system of differential equations,

nfn(x,y) + (x− y)∇xfn(x,y) = Wn(x,y)
n = 1, 2, . . . (10)

where

Wn = δn1V (x) +
~

2M
(∆xfn−1)

− 1
2M

n−1∑
k=1

(∇xfk)(∇xfn−k−1). (11)

The approximant f0 is determined putting equal to zero
the singular term in ε−1. If the Hamiltonian contains a
potential depending only on the coordinates (see Eq. (4)),
we find

∇xf0 = 0 ⇒ f0 = constant. (12)

The term, f0, is an integration constant, and we can take
f0 = 0. After that f0 has been fixed, the others can be
obtained recursively by

fn(x,y) =
1

|x− y|n
∫
γ

|zγ − y|n−1Wn(zγ − y) dγ

=
∫ 1

0

ξn−1Wn(y + ξ(x− y),y) dξ

n = 1, 2, . . . , (13)
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where γ is the oriented segment from y to x, and we have
introduced zγ = y + ξ(x− y), with 0 ≤ ξ ≤ 1.

The explicit expressions of the first three approximants
for the one-dimensional case are given by

f1(x, y) =
1

x− y

∫ x

y

V (z)dz = 〈V 〉(x, y) (14)

f2(x, y) =
~

M(x− y)2

[
V (x) + V (y)

2
− 〈V 〉(x, y)

]
(15)

f3(x, y) =
1

2M(x− y)2

[
〈V 〉2(x, y)− 〈V 2〉(x, y)

]
+

~2

M2(x− y)2

[
−3M
~
f2(x, y) +

V ′(x)− V ′(y)
4(x− y)

]
(16)

where 〈V 〉(x, y) and 〈V 2〉(x, y) are the mean value in the
interval between y and x of V (z) and V 2(z), respectively,
and V ′ is the derivative of V .

The functions fn depend on the initial and final points
(y and x) and their diagonal values (x = y) are related to
the Wigner approximants of the partition function of the
system [10].

Vector potential

If a magnetic field is present the Hamiltonian is given by

Ĥ =
[p̂−A(x̂)]2

2M
+ V (x̂), (17)

where A(x̂) is the vector potential. In this case equa-
tion (12) for the zero order term becomes

∇x f0(x,y) = − 1
M

A(x), (18)

and the solution can be written as

f0(x,y) = − 1
M

(x− y)
∫ 1

0

ξA(y + ξ(x− y))dξ. (19)

The approximants of higher order can be determined
exactly in the same way by the equations (10, 11), that
are not modified [8,9].

3.2 Space and time powers expansion

It has to be pointed out that the complexity of the exact
calculation of the approximants increases with n and be-
comes quickly prohibitive. This is due to the non linear
structure of the recursive system.

However the Euclidean short-time propagator is
sensibly different from zero only if |x − y| is of the or-
der of

√
~ε/M . This allows us to expand the fn(x,y) in

powers of (x− y) [2] and to simplify the final result.

For the sake of simplicity, let us consider the one-
dimensional case

fn(x, y) =
1

(x− y)n

∫ x

y

(z − y)n−1Wn(z, y)dz

n = 1, 2, . . . (20)

We introduce ∆ = (x− y) and we search a solution in the
form

fn(x, y) =
+∞∑
m=0

fmn(y) ∆m. (21)

Accordingly with it we expand also the potential around
the initial point y

V (y +∆) =
+∞∑
m=0

V (m)(y)
m!

∆m. (22)

Since W1(x, y) = V (x) we obtain

fm1(y) =
V (m)(y)
(m+ 1)!

· (23)

In a similar way, substituting (21) in (11) and the result
in (20) we have

fmn(y) =
1

2M
~

(m+ 2)(m+ 1)
m+ n

fm+2,n−1(y)

− 1
2M

n−1∑
k=1

m+1∑
i=1

i(m− i+ 2)
m+ n

fik(y)fm−i+2,n−k−1(y).

(24)

In this way the approximation of f(x, y; ε) up to the n0th
order is given in the form

f(∆, y; ε) =
n0∑
n=0

2(n0−n)∑
m=0

fmn(y) ∆m εn +O(εn0+1) (25)

where the truncation of the sum in m is made according
with the fact that (x− y) is of the order of

√
~ε/M .

Two problems arise:
1. equation (25) is not symmetric in x and y (this

introduces problems in numerical calculations);
2. the procedure shown above is not easily generalizable

to the multi-dimensional case.

We can overcame both these difficulties by expanding
the potential around the midpoint x̄ = (x+ y)/2. We get

W1(z, y) = V (z) =
+∞∑
m=0

V (m)(x̄)
m!

(z − x̄)m, (26)

and by using (20)

f1(x, y) =
+∞∑
k=0

V (2k)(x̄)
(2k + 1)!

(
x− y

2

)2k

. (27)
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Let us suppose we have computed all the first n − 1
approximants fh(x, y) in the form

fh(x, y) =
+∞∑
m=0

Fhm(x̄) (x− y)m h = 0, 1, . . . , n− 1.

(28)

To determine Wn(z, y) we apply (11), differentiating also
the coefficients Fhm(x̄) which now depend on x. We get
Wn(z, y) in the form

Wn(z, y) =
+∞∑
m=0

Cnm(x̄′) (z − y)m (29)

where x̄′ = (z + y)/2.
To compute fn(x, y) by application of (20) we remind

that also the coefficients Cnm(x̄′) depend on the variable
of integration z. Then we expand Wn(z, y) in powers of
∆x̄ = x̄′ − x̄ = (z + y)/2 − (x + y)/2 = (z − x)/2, and
substitute the expansion,

Wn(z, y) =
+∞∑
m=0

+∞∑
k=0

Cnmk(x̄) (∆x̄)k (z − y)m, (30)

in (20). Therefore, we obtain

fn(x, y) =
+∞∑
m=0

+∞∑
k=0

Cnmk(x̄)
(
−1
2

)k
× (n+m− 1)! k!

(n+m+ k)!
(x− y)m+k. (31)

In practical applications the sums are truncated to a finite
number of terms as in equation (25), but now after the
truncation the expressions (27, 31) are symmetric in x, y,
and even in the variable (x− y).

The procedure of computation is recursive and can be
implemented in a computer program. Note that if the po-
tential is a polynomial its expansion in ∆ contains only a
finite number of terms.

Finally, we point out that the expansion in powers of
∆, and ε of the short-time propagator gives, after inte-
gration, an asymptotic series in ε. This means that the
expansion cannot be made indefinitely. In fact, when ε is
too large and the points x, y are far apart, the high or-
der terms in ∆ are not suppressed by the Gaussian factor
e−M∆2/2~ε. Thus∆ cannot be considered of order

√
~ε/M

any more. Consequently large peaks appear on the borders
of the short-time propagator matrix giving incorrect re-
sults. In other words the series above are not convergent.
However, we can attain very high precision for ε small
enough.

Multi-dimensional case

This procedure can be generalized also to the multi-
dimensional case and the results can be written in syn-

thetic way using multi-indices

k = (k1, k2, . . . , kd)
k! = k1! k2! . . . kd!
|k| = k1 + k2 + . . .+ kd,

where d is the dimension of the problem. We have for the
first term

f1(x,y) =
+∞(e)∑
k=0

V (k)(x̄)
k!

2−|k|

|k|+ 1

[
d∏
i=1

(xi − yi)ki
]
, (32)

where the apex (e) means that only the terms with |k|
even are summed and x and y are d-component vectors.
The nth term is given by

fn(x,y) =
+∞∑

k,h=0

Cnkh(x̄)(−2)−|h|
[(n+ |k| − 1)!](|h|!)

(n+ |k|+ |h|)!

×
[
d∏
i=1

(xi − yi)ki+hi
]
, (33)

where the coefficients Cnkh(x̄) are defined by the multiple
expansion

Wn(z,y) =
+∞∑

k,h=0

Cnk,h(x̄)

[
d∏
i=1

(zi − yi)ki(dx̄i)hi
]
. (34)

The expansion described above can be also used to
reduce the dimension of the matrices to be diagonalized,
because it allows to obtain better accuracy with the same
number of grid points, but also the same accuracy with
a lower number of points. This fact can be useful in
the multi-dimensional case, where the matrix dimensions
reach quickly critical values.

4 Applications

4.1 Harmonic oscillator

The harmonic oscillator, defined by

Ĥ =
P̂2

2M
+
Mω2

2
x̂2, (35)

has analytical solutions for the propagator, for the energy
levels, and for the eigenfunctions. This allows us to test
the numerical efficiency of the above expansion.

Let us consider the one dimensional case, and take
M = 1, ω = 1, and ~ = 1. The exact propagator is

K(x, t; y, t0) =

√
1

2π sinh ε
exp

[
(x2 + y2) cosh ε− 2xy

2 sinh ε

]

=
1√
2πε

exp
{
−∆

2

2ε
−
[
A(ε)x̄2 +B(ε)∆2 + C(ε)

]}
,

(36)
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where, ε = t− t0, ∆ = x− y, x̄ = (x+ y)/2, and we have
introduced the functions

A(ε) =
1

tanh ε
− 1

sinh ε
(37)

B(ε) = − 1
2ε

+
1
4

(
1

tanh ε
+

1
sinh ε

)
(38)

C(ε) =
1
2

ln
(

sinh ε
ε

)
. (39)

By expanding in power series of ε,

K(x, t′; y, t) =
1√
2πε

× exp

{
−∆

2

2ε
−
[

+∞∑
n=0

(
Anx̄

2 +Bn∆
2 + Cn

)
εn

]}
, (40)

we find fn(x, y) = Anx̄
2 +Bn∆

2 n odd

fn(x, y) = Cn n even.
(41)

As an example we write below the first ten approximants:

f1(x, y) =
(
∆2

24
+
x̄2

2

)
f2(x, y) =

1
12

f3(x, y) =
(
−∆2

1440
− x̄2

24

)
f4(x, y) =

−1
360

f5(x, y) =
(

∆2

60480
+

x̄2

240

)
f6(x, y) =

1
5670

f7(x, y) =
(
−∆2

2419200
− 17x̄2

40320

)
f8(x, y) =

−1
75600

f9(x, y) =
(

∆2

95800320
+

31x̄2

725760

)
f10(x, y) =

1
935550

·

(42)

These expressions should be compared with the series
expansion of the functions A(ε), B(ε), and C(ε)

A(ε) =
ε

2
− ε3

24
+

ε5

240
− 17 ε7

40320
+

31 ε9

725760
+O(ε11)

B(ε) =
ε

24
− ε3

1440
+

ε5

60480
− ε7

2419200
+

ε9

95800320
−O(ε11)

C(ε) =
ε2

12
− ε4

360
+

ε6

5670
− ε8

75600
+

ε10

935550
−O(ε11).

(43)

Let us consider the eigenvalues obtained diagonalizing the
propagator computed with several approximants.
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Fig. 1. The relative errors versus the number of approximants
for the first four energy levels of the one-dimensional harmonic
oscillator. The number of points is 41, and the discretization
interval is [−5, 5].
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Fig. 2. The maximum absolute error versus the number of
approximants for the first four stationary state wave func-
tions of the one-dimensional harmonic oscillator. The number
of points is 41, and the discretization interval is [−4, 4].

In Figure 1, it is plotted the relative error |∆En|/En
for the first four energy levels versus the number of
approximants.

Initially we gain about one order of magnitude for each
added approximant, then there is a stabilization of the
error around the value obtained by diagonalizing the exact
propagator (36). The precision obtained for the first levels
is very high (about 10 ÷ 11 digits), notwithstanding the
relatively small number of discretization points. Higher
eigenvalues have more delocalized wave functions and are
affected by errors due to the finite size of the discretization
interval.

The description of the wave functions is very good.
In Figure 2 it is shown the maximum absolute er-
ror, max

j=1,... ,N
| |ψnj |2 − |ψn(xj)|2|, versus the number of
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Table 1. Two-dimensional harmonic oscillator: energy levels,
and corresponding relative errors. No. of points = 24 × 24,
discretization interval = [−5, 5] × [−5, 5], ε ' 0.28, no. of
approximants = 10.

Levels Energy Relative error

0 0.99999999992 8× 10−11

1 1.99999999957 2× 10−10

1.99999999958 2× 10−10

2 2.99999999803 7× 10−10

2.99999999803 7× 10−10

2.99999999922 3× 10−10

3 3.99999999746 6× 10−10

3.99999999748 6× 10−10

3.99999999765 6× 10−10

3.99999999766 6× 10−10

4 4.99999999642 7× 10−10

4.99999999700 6× 10−10

4.99999999702 6× 10−10

5.00000006611 1× 10−8

5.00000006627 1× 10−8

approximants, where ψnj , and ψn(xj) are the numerical
and the analytical eigenfunctions, respectively.

The results obtained with the approximants converge
to those obtained with the exact propagator.

If a higher precision is needed, we must increase the
number of discretization points N and/or enlarge the dis-
cretization interval [−L,L]. The increase in N (decrease
of δx and of ε ∼ δx2) causes an enhancement of the con-
vergence and the precision for all levels, so we get smaller
errors with fewer approximants. The enlargement of the
interval improves the results for higher levels, that have
more delocalized wave functions.

In two dimensions we get results as good as those in
one dimension. For example, in Table 1 are reported the
first energy levels computed with ten approximants. It can
be noticed that the degeneracy of the two dimensional har-
monic oscillator is well described. In the multi-dimensional
case the dimensionality of the matrices to be diagonalized
become quickly critical. However, as far as it is possible
to test the method, the results are similar.

4.2 One-dimensional double well

A particle of mass M , moves in the symmetric double well
potential

V (x) = −Zx2 + λx4, Z, λ > 0. (44)

The expressions of the first four approximants to the
potential term of the Green function’s exponent are (with

Table 2. One-dimensional double well: values of the first four
energy levels. The parameters are Z = 5, λ = 0.5 and M = 0.5.
(a) No. of points = 41, discretization interval = [−4, 4], no. of
approximants = 12. (b) Reference [11].

Levels Energy(a) Energy(b)

0 −9.4469792 −9.44697938474047282

1 −9.4456297 −9.44562992836759352

2 −3.9215339 −3.92153584540274875

3 −3.8208697 −3.82087184715860094

~ = 1 and generic mass M)

f1(x, y) = (−2Z )
(
∆2

24
+
x̄2

2

)
+ λ

(
∆4

80
+
∆2 x̄2

2
+ x̄4

)

f2(x, y) = (−2Z )
(

1
12M

)
+ λ

(
∆2

20M
+
x̄2

M

)

f3(x, y) = (−2Z )2

(
− ∆2

1440M
− x̄2

24M

)
+ λ

(
1

10M2
+

∆4 Z
1680M

+
∆2 x̄2 Z

15M
+
x̄4 Z
3M

)
+ λ2

(
−∆6

7200M
− ∆4 x̄2

40M
− 3∆2 x̄4

10M
− 2 x̄6

3M

)

f4(x, y) = (−2Z )2

(
− 1

360M2

)
+ λ

(
∆2 Z

210M2
+

4 x̄2 Z
15M2

)
+ λ2

(
−∆4

600M2
− ∆2 x̄2

5M2
− 6 x̄4

5M2

)
.

We recognize the contributions due to the quadratic term
and the terms in λ, that make the expression more and
more complex as the order increase: this is due to the non
linear form of the equations (10, 11) whose complexity
increases with n.

In the case Z = 5, λ = 0.5, and M = 0.5 the first
energy levels are known with high precision [11]. In Ta-
ble 2, we make a comparison of them with our results.

In Figure 3 are plotted the relative errors |∆En|/En.
As in the case of the oscillator we gain an order of magni-
tude for each added approximant and then the error tends
to stabilize to the value affected only by the numerical in-
tegration. The precision is very high for all the first eleven
levels and it allows to appreciate the very small splitting
(due to the tunnel effect) between the first two couples of
levels.

4.3 Two-dimensional multi-well potential

Let us consider the following two dimensional generaliza-
tion of the potential

V (x) = −(Z1 x
2
1 + Z2 x

2
2)

+ λ
(
x4

1 + 2a12 x
2
1x

2
2 + x4

2

)
, Zi, λ > 0. (45)
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Fig. 3. The relative errors versus the number of approximants
for the first four energy levels of the one-dimensional double
well (Z = 5, λ = 0.5). The number of points is 41, and the
discretization interval is [−4, 4].

If a12 = 0 the problem is separable in two one-dimensional
motions, correspondingly the propagator is factorizable in
two one-dimensional parts and the approximants can be
written as a sum of the corresponding terms. This can be
seen by comparing

f1(x,y) = −Z1 ∆1
2

12
− Z2 ∆2

2

12
− Z1 x̄

2
1 − Z2 x̄

2
2

+ λ

(
∆1

4

80
+
∆2

4

80
+
∆1

2 x̄2
1

2
+
∆2

2 x̄2
2

2
+ x̄4

1 + x̄4
2

)
with the corresponding results in one dimension.

If a12 6= 0 the motions on the two axes are coupled and
the the expression of the first approximant becomes

f1(x,y) = −Z1 ∆1
2

12
− Z2 ∆2

2

12
− Z1 x̄

2
1 − Z2 x̄

2
2

+ λ

[
∆1

4

80
+
∆2

4

80
+
∆1

2 x̄2
1

2
+
∆2

2 x̄2
2

2
+ x̄4

1 + x̄4
2

+a12

(
∆2

1 ∆
2
2

80
+
∆2

2 x̄
2
1

12
+
∆1 ∆2 x̄1 x̄2

3
+
∆2

1 x̄
2
2

12
+x̄2

1 x̄
2
2

)]
.

In the cases M = 0.5, Z1 = 1.5, Z2 = 2.5, λ = 5, and
a12 = 0, 1 (see Figs. 4a and 4b) the first energy levels are
known with high precision [11]. In Table 3, we make a
comparison of them with our results.

In Figures 5a and 5b the relative errors for the first four
levels versus the number of approximants are plotted. The
precision achieved is very high, except for the fourth level
(in the case a12 = 1) where the numerical integration error
can be reduced only enlarging the discretization interval,
and increasing the number of discretization points.
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Fig. 4. Contour plots of the two-dimensional multi-well po-
tential (Z1 = 1.5, Z2 = 2.5, λ = 5): (a) a12 = 0, (b) a12 = 1.

Tunneling in two dimensions

The sensitivity of the method in describing the various
features of the tunnel effect in two dimensions emerges
also when we look at the wave functions.

Let us consider the two-dimensional double well
defined by the potential (45), with a12 = 1. In the case
Z1 = 0.5, Z2 = 4.0, λ = 0.5 and M = 0.5 we have two
identical wells, with minima aligned along the x2 axis, at
a distance given by

l =

√
2Z2

λ
= 4.0, (46)

symmetrically posed with respect to the origin of the axes
(see, Fig. 4b).

We can introduce a symmetry breaking applying a
small perturbation that makes the two wells slightly dif-
ferent. For example we can consider a potential linearly
dependent on x2,

V (x) = −(Z1 x
2
1 + Z2 x

2
2) + λ

(
x4

1 + 2a12 x
2
1x

2
2 + x4

2

)
+
(ϕ
l

)
x2, Zi, λ > 0. (47)

We have evident effects on the wave functions also with
very little values of ϕ, as we can see in Figure 6, where
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Table 3. Two-dimensional multi-well potential: values of the first four energy levels. The parameters are Z1 = 1.5, Z2 = 2.5,
λ = 5 and M = 0.5. (a) No. of points = 45 × 45, discretization interval = [−2.5, 2.5] × [−2.5, 2.5], no. of approximants = 4.
(b) Reference [11].

a12 = 0 a12 = 1

Levels Energy(a) Energy(b) Energy(a) Energy(b)

0, 0 2.713132 2.71313903038 3.200734 3.20074097557

0, 1 6.579732 6.57975757558 7.670437 7.67047026747

1, 0 6.913580 6.91360663984 8.027127 8.02716125152

1, 1 10.78018 10.7802251850 13.35450 13.4183263417
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Fig. 5. The relative errors versus the number of approximants
for the first four energy levels of the two-dimensional multi-
well potential (Z1 = 1.5, Z2 = 2.5, λ = 5 and M = 0.5): (a)
a12 = 0, (b) a12 = 1. The number of points is 45, and the
discretization interval is [−2.5, 2.5] × [−2.5, 2.5].

we plot the numerical ground state wave function of the
two-dimensional double well perturbed with a term of the
order of 10−3.
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Fig. 6. Ground state
wave function of the
two-dimensional dou-
ble well (Z1 = 0.5,
Z2 = 4.0, λ = 2.0
and M = 0.5) with
a symmetry breaking
term (∼ 10−3).

The asymmetry of the wave functions is not easily at-
tained with other methods, when the perturbation is so
little.

5 Conclusions

We have discussed the Green Function Deterministic
Numerical Method and its reliability in giving eigenval-
ues and eigenvectors of one and two-dimensional quantum
problems.

The critical point is the correctness of the Green
Function for the finite time and space steps. For this rea-
son we have developed a general method, which works in
arbitrary dimension and gives the Green Function thor-
ough an exponent expansion in ∆x, and ε up to any arbi-
trary order.

This method is convergent, stable and limited only by
the available computer memory.

Tests of the method have been performed for some
specific potentials.
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